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Plan of today’s lecture

@ Last time: Sequential importance sampling (SIS)
@ SIS in a nutshell
@ Example: filtering in HMMs

@ Sequential importance sampling with resampling (SISR)
@ SIS + multinomial selection = SISR
o Alternative selection strategies
@ A slide on convergence

© Home assignment 2 (HA2)
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Last time: Sequential importance sampling (SIS) SIS in a nutshell
Example: filtering in HMMs

Last time: Sequential MC problems

In the sequential MC framework, we aim at sequentially estimating
sequences (7, )n>0 of expectations

Tn = Ey, (0(Xo:n)) / d(x0:n) fr(Tom) dxop
over spaces X,, of increasing dimension, where the densities (f,,) are known

up to normalizing constants only, i.e., for every n > 0,

Zn ($O:n)

fn(mO:n) =,

Cn

where ¢,, is an unknown constant.
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Last time: Sequential importance sampling (SIS) SIS in a nutshell
Example: filtering in HMMs

Last time: Sequential importance sampling (SIS)

To derive the SIS algorithm we proceeded recursively. Assume that we have
generated particles (X?") from g, (7o) so that

N i
w,
> v ) R By (6(Xom),
i=1 ZE 1 w
where, as usual, W, = w, (XP") = 2, (XP™) /g (XPM).

Key trick: Choose an instrumental distribution satisfying

In+1 ($0:n+1) = gn+1 (anrl |x0:n)gn($0:n)-
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Last time: Sequential importance sampling (SIS) SIS in a nutshell
Example: filtering in HMMs

Last time: SIS

Consequently, XZ-O:"+1 and w};_ﬂ can be generated by
o keeping the previous X",
o simulating X! ~ g1 (21| XM,
o setting X" i1 _ = (XD X7*1) and

@ computing

; Zn+1(XZQ:n+1)

(dn-i—l — gn+1(X7;0:n+1)
(X0 ()
2 (X0 gt (X XD T gn(XP™)
“n+1 (Xz‘omﬂ) i

X W,,.
(X0 g (XX
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Last time: Sequential importance sampling (SIS) SIS in a nutshell
Example: filtering in HMMs

Last time: SIS

So, SIS updates the estimator
N wi
Y XD ~ By, (6(Xoin)
i=1 Zz 1”
to the estimator
N wi
Y (XM A By, (6(Xom)
i=1 > i1 Wnt1

by only adding a component XZ."Jr1 to X¥™ and sequentially updating the
weights. The algorithm is initialized by standard importance sampling of
T0. We note that for each n, an unbiased estimate of ¢,, can, as usual, be

obtained as
| N
N Zw; R Cp.
i=1
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Last time: Sequential importance sampling (SIS)

SIS in a nutshell
Example: filtering in HMMs

HMMs
Graphically:
(Observations)
(Markov chain)
Y| Xk =z ~ p(yk|zk) (Observation density)
Xir1| Xk = 2 ~ q(xps1|Tk) (Transition density)
Xo ~ x(zo) (Initial distribution)
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Last time: Sequential importance sampling (SIS) SIS in a nutshell

Example: filtering in HMMs

Linear/Gaussian HMM
Consider the linear HMM

Vi = Xj + Sey, ~ p(yr| k)
Xiy1 = AXy + Rnpy, ~ q(Tpt1|Tr)
Xo=R/V1— A%, ~ X (7o)

where |A] < 1 and (7)) and (eg) are independent standard Gaussian
variables.

Given fixed observations (y), we want to estimate sequentially the filter
means

Tn = E(XnD/On = yO:n)
:/ o X(zo)p(yolzo) [1h0 a(@rsaer)p (Ui |or i) da
( g )

O:n-

Ln(yO:n)

Zn (IO:n)/Cn

?(x0:n
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Last time: Sequential importance sampling (SIS) SIS in a nutshell

Example: filtering in HMMs

Linear/Gaussian HMM, SIS implementation

To obtain a SIS implementation, we set
In+1 ($n+1|$0:n) = Q(mn+l|$n) = N(xk+1; A:Ena RQ)a
implying

me-f-l =
Zng 1(X0n+1)
= 0:n n+1| v 0:n X w
Zn(Xi )9n+1(Xi |Xi )
XXD)p(yol X0) T a(X X E)p(yaga | X i
0 k1| vk k1 el vny < Wn
X (X ) (Z/0|X ){Hk Oq(Xi |Xi )p(yk+1|Xi )}Q(Xz’ |X1)
= p(yn+1|in+1) X Wn
= ./\/’(yn+1;Xi"+1,SQ) X wfl.

7
n
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Last time: Sequential importance sampling (SIS) SIS in a nutshell
Example: filtering in HMMs

Linear/Gaussian HMM, SIS implementation

This gives the following scheme.

Assume that
f:“’% X~ E(Xn [ Yom = toum);
i=1 Zé\[:l wh T i T o
then, fori=1,2,..., N,
o draw X”“ ~ N(AXP, R?),
o set w' = N(ypi1; X, 5?) x Wi,
yielding the approximation

N
Z "7+1X”+1 ~ E(Xn411Y0n+1 = Yont1)-
i1 Ze 1@t
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Last time: Sequential importance sampling (SIS) SIS in a nutshell

Example: filtering in HMMs

Linear/Gaussian HMM, SIS implementation

In Matlab:

N = 1000;

n = 60;

tau = zeros(l,n); % vector of estimates

p = @(x,y) normpdf(y,x,S); % observation density, for weights

part = Rxsqrt(1/(1 — A"2))*randn(N,1); % initialization
w = p(part,Y(1));
tau(l) = sum(part.xw)/sum(w);
for k = 1:n, % main loop
part = Axpart + Rxrandn(N,1l); % mutation
w = w.xp(part,¥(k + 1)); % weighting
tau(k + 1) = sum(part.*w)/sum(w); % estimation

end
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Last time: Sequential importance sampling (SIS) SIS in a nutshell

Example: filtering in HMMs

Linear/Gaussian HMM, SIS implementation

Comparison of SIS (o) with exact values () provided by the Kalman filter
(possible only for linear/Gaussian models):

Filtered means for Kalman filter and SIS
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Last time: Sequential importance sampling (SIS) SIS in a nutshell

Example: filtering in HMMs

Linear/Gaussian HMM, SIS implementation

Distribution of importance weights: @

n=1
1000 T T T
500 - I q
0 I I I I I I I
-40 -35 -30 -25 -20 -15 -10 -5 0
n=5
1000 T

-40 -35 -30 -25 -20 -15 -10 -5 0
Importance weights (base 10 logarithm)
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence
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A slide on convergence
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence

Multinomial resampling

A simple—but revolutionary!—idea: duplicate/kill particles with
large/small weights! (Gordon et al., 1993)

The most natural approach to such selection is to simply draw, with
replacement, new particles X", X8 ... X%" among the SIS-produced
particles X7, X ...  X%" with probabilities given by the normalized
importance weights.

Formally, this amounts to setting, for i =1,2,..., N,

B J
XZ-O:” = XJQ:” with probability :,Jin

7
¢=1%n
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence

Criteria for good resampling strategies

Let N! be the number of resampled copies of particle i.

@ The total number of particles should remain constant.
@ The weights should be set equal after resampling.

@ It should hold that

7
“n__i—1,2,... N.

N b
D=1 wh,

Assures that the resampling gives no additional bias.

E[N!| X% = N
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence

Multinomial resampling (cont.)

After this, the resampled particles (XZO") are assigned equal weights
@¢ =1, say, and we replace

N

i N ~
SO by DGR,
=1

N
D1 20— Wn
Multinomial resampling does not add bias to the estimator:

Theorem
Forall N >1 andn > 0,

N N »
1 = w?

Bl oXP™) | =E () =X
N i=1 i=1 D=1 wh

The operation adds however some variance due to additional randomness.
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies

A slide on convergence

Sequential importance sampling with resampling (SISR)

After selection, we proceed with standard SIS and move the selected
particles (XZQ:”) according to gn+1(Tnt1|Tom)-
The full scheme goes as follows. Given (X" W),
o (selection) draw, with replacement, (X") among (X?") according to
probabilities (w?/ S | wb)
e (mutation) draw, for all i, XZ."Jrl ~ gn+1(:nn+1])~(iom),
o set, for all 4, X)"T! = (X9 X"*1) and

o set, for all 7,

W= Zn+1 (X?:nJrl)
1 — >0- S0
T (X g (X X0
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies

A slide on convergence

SISR, estimation of 7,, and ¢,

At every time step n, both

N i | X )
— (X)) and =) p(XPT)
; Zévﬂ w, N ;

are valid estimators of 7,,. The former has however somewhat lower
variance. For estimation of normalizing constants using SISR, set

SISR_
CNmn H E wk

k=0 i=

Theorem
Foralln >0 and N > 1,
E (cf\’,sz) = @y
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence

Example: Linear/Gaussian HMM, SISR implementation

In Matlab:

N = 1000;

n = 60;

tau = zeros(l,n); % vector of filter means

w = zeros(N,1);

p = @(x,y) normpdf(y,x,S); % observation density, for weights

part = Rxsqrt(1/(1 — A"2))*randn(N,1); % initialization
w = p(part,Y(1));
tau(l) = sum(part.xw)/sum(w);
for k = 1:n, % main loop
part = Axpart + Rxrandn(N,1); % mutation
w = p(part,¥(k + 1)); % weighting

tau(k + 1) = sum(part.xw)/sum(w); % estimation
ind = randsample (N,N,true,w); % selection
part = part (ind);

end
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence

The part of the randsample function

The Matlab (R2018b) function randsample has 177 lines of code but we
actually could just use the essential part of the code

CW=cumsum ([0 W]);
[~,1ind] = histc(rand(1l,N),CW/CW (end));

where histc is the builtin and very efficiently coded function for counting
the number of points in each in bin and the indices of which bin we fall in
for doing histograms.

We here use the normalised cumulative weightsum as bin boundaries and
only look at the bin indices for points € U(0,1). This gives us exactly the
correct resampling distribution of the indicies ind.

It is also easy to modify the code to do a version of stratified resampling
(see below).
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence

Example: Linear/Gaussian HMM, SIS implementation

Comparison of SIS (o) and SISR (x, blue) with exact values (x, red)
provided by the Kalman filter:

Filtered means for Kalman filter, SIS, and SISR
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SIS + multinomial selecti
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence

Example: Linear/Gaussian HMM, SIS implementation

A comparison between Kalman filter E[X|Yp.x = yo.x] and Smoother
E[Xk’Y()n = yO:n] for k = 0, 1, e, N

Kalman filter and Smoothing mean

4 T T T
— % — KF
" X Smooth|
3 P O  TrueX

0 10 20 30 40 50 60 70
Time step
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies

A slide on convergence

Film time!l ©
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence
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A slide on convergence

prédiction
— correction

0.8

state-space -3 time

M. Wiktorsson Monte Carlo and Empirical Methods for Stoch




SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
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Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence

We are here — o

@ Sequential importance sampling with resampling (SISR)

o Alternative selection strategies
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SIS 4+ multinomial selection = SISR
Alternative selection strategies

Sequential importance sampling with resampling (SISR)
A slide on convergence

Residual resampling

There are several alternatives to multinomial selection. In the residual
resampling scheme the number N}, of offspring of particle
is—"semi-deterministically"—set to

)

N! = + Ni,

n
n N N 1)
ZZ:l Wn

where the ]\72'5 are random integers obtained by randomly distributing the
remaining N — R offspring, with

d

)

R

N wj
f
> N |
: SV Wl
7=1 {=1"%n
among the ancestors as follows.
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence

Residual resampling, pseudo-code

fori=1— N do

set Nfl 0
. 1 Wk Wi
set w,, N n — | N—2—
_ N N
N-R D1 wh, D=1 wh
end for

forr=1—- N —-Rdo
set I < j with probability ol
set anr — N,{T +1

end for

return (N})
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SIS + multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence

Residual resampling, unbiasedness

Consequently, the residual resampling operation replaces the estimator

N

- N
wy, 1 : .
S0 by — > Nig(XP7).
i=1 Zz 1W€ N i=1

Also residual resampling does not add to the bias (exercise!):

Theorem
For all N > 1 and n > 0,

N

1 N : wi
— ) Np(X)™) | =E ¢<X“”>

One can also show that the variance of the estimator is smaller than the
variance of the estimator obtained with multinomial selection.
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence

Other selection strategies

Other selection strategies are
o Stratified resampling
Bernoulli branching

°
@ Poisson branching
°
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies

A slide on convergence

Stratified resampling

A simple modification of the code gives stratified resampling instead!

CW=cumsum ([0 W]);
[~,ind] = histc((rand(1,N)+(0: (N—1)))/N,CW/CW (end));

Compare with original multinomial resampling (as before)

CW=cumsum ([0 W]);
[~,ind] = histc(rand(1l,N),CW/CW(end));
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SIS 4+ multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence

We are here — o

@ Sequential importance sampling with resampling (SISR)

@ A slide on convergence
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SIS + multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence

SISR: Some theoretical results

Even though the theory of SISR is hard, there is a number of results
establishing the convergence of the algorithm as N tends to infinity. For
instance,

N i
VN ZZ;1 HXO™) — 1 | 5 N(0,02),

where o2 in general lack a closed form expression. Thus, the convergence

rate is still v/ N.

Open problem: find an online estimator of 2!

The dependence of 0% on n is crucial. However, for filtering in HMMs
(particle filtering) one may prove, under weak assumptions,

2
o, <c

for a constant ¢ < co. Thus, the SISR estimates are stable in n.
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SIS + multinomial selection = SISR
Sequential importance sampling with resampling (SISR) Alternative selection strategies
A slide on convergence

A few references on SMC

e Cappé, O., Moulines, E., and Rydén, T. (2005) Inference in Hidden
Markov Models. Springer.

@ Douc, R., Cappe, O., Moulines, E. (2005) Comparison of Resampling
Schemes for Particle Filtering. Proceedings of the 4th International
Symposium on Image and Signal Processing and Analysis

@ Doucet, A., De Freitas, N., and Gordon, N. (2001) Sequential Monte
Carlo Methods in Practice. Springer.

o Fearnhead, P. (1998) Sequential Monte Carlo Methods in Filter
Theory. Ph.D. thesis, University of Oxford.
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Home assignment 2 (HA2)

We are here — o

© Home assignment 2 (HA2)
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Home assignment 2 (HA2)

HA2: Sequential Monte Carlo methods

HA2 deals exclusively with the self-avoiding walk (SAW) in Z¢. Let c,(d)
be the number of SAW:s of length 7 in dimension d. The home assignment
has the following tasks:

@ two minor theoretical questions on the asymptotics of the number
cn(d) of SAW:s as the length n tends to infinity,

@ two questions dealing with SIS-based approaches to estimation of
cn(2),

@ two questions dealing with an SISR-based approach to estimation of
¢n(2) and Az, 2 and 2, and

o three additional questions dealing with SAW:s in Z? for d > 3.
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Home assignment 2 (HA2)

Submission of HA2

As for HA1, the following is to be submitted:
@ A written report in PDF format (No MS Word-files).

@ Upload in CANVAS HA2 before Tuesday 25 Feb, 13:00:00 (that is, 15
minutes before the beginning of the lecture). The uploaded files should
include the report file as well as all your m-files with a file proj2.m
that runs your analysis.

@ Late submissions do not qualify for marks higher than 3.
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