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Outline

• Time optimal control

• Sliding mode control



Maximum principle – no final time constraint 

Optimization 

Problem (OP2)



Optimal control  (Linear Control Systems with 
quadratic running cost)

System dynamics 

(dynamic constraint) 

State equation

Performance, cost function

Co-state, adjoint equation

Hamiltonian

Hamiltonian minimization with respect to u



Optimal control  (Linear Control Systems with 
quadratic running cost and fixed final state)

System dynamics 

(dynamic constraint) 

State equation

Performance, cost function

Co-state, adjoint equation

Hamiltonian

Hamiltonian minimization with respect to u

Steps:  1. solve backwards the second differential equation 

2. substitute the solution in the system dynamics and solve the initial value problem 

3. use the constraint to find 

Constraint on 



Example – moving to the origin in minimum 
time 



Example – minimum time control 



Example – minimum time control



Example – minimum time control 



• Optimal control provides with trajectories that can be then used as references to a 

controller 

• We mainly address input constraints, but there might be state constraints e.g.

obstacles that need to be avoided 

• A popular approach is Model Predictive Control 



From Continuous to Discrete Time

Sampling time T

Euler Approximation

The integral 

becomes sum



Receding horizon control – basic idea



Unroll the cost



Optimization problem



Prediction



Receding horizon control



Receding horizon control



Receding horizon control



Design of MPC


